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Image caption is a high-level task in the area of image understanding, in which most of the models adopt a convolu-

tional neural network (CNN) to extract image features assigning a recurrent neural network (RNN) to generate sen-

tences. Researchers tend to design complex networks with deeper layers to improve the performance of feature ex-

traction in recent years. Increasing the size of the network could obtain features of high quality, but it is not an effi-

cient way in terms of computational cost. A large number of parameters brought by CNN makes the research diffi-

cult to apply in human daily life. In order to reduce the information loss of the convolutional process with less cost, 

we propose a lightweight convolutional neural network, named as Bifurcate-CNN (B-CNN). Furthermore, recent 

works are devoted to generating captions in English, in this paper, we develop an image caption model that generates 

descriptions in Chinese. Compared with Inception-v3, the depth of our model is shallower with fewer parameters, 

and the computational cost is lower. Evaluated on the AI CHALLENGER dataset, we prove that our model can en-

hance the performance, improving BLEU-4 from 46.1 to 49.9 and CIDEr from 142.5 to 156.6 respectively. 
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Image caption is a challenging task in artificial intelli-

gence that relates to computer vision and natural lan-

guage processing. As a cross-disciplinary research issue, 

the essence of the image caption is to automatically gen-

erate a descriptive sentence for a given image. In order to 

generate human-readable sentences with a clear expres-

sion of the content, the feature extracted by convolu-

tional neural network (CNN) is of great importance. The 

establishment of a connection between image and se-

mantic interpretation has been considered an effective 

way to bridge the semantic gap[1], and the image caption 

attempt to establish such a rational connection. Different 

from other image understanding tasks, such as image 

classification, object detection and semantic segmenta-

tion, image caption is a high-level research in this area, 

on which researchers tend to capture detailed entities 

rather than just lining out simple labels. Significantly, it 

has a wide range of applications such as helping the 

blind and visually impaired people interpret visual in-

formation into detailed textual descriptions automatically. 

The current researches of the image caption are mainly 

about how to generate image caption in English. Obvi-

ously, this research should not be restricted by the lan-

guage. Due to the rich meanings of Chinese words and 

the complex sentence structure, the image caption in 

Chinese is more challenging and essential. In this paper, 

we propose a lightweight CNN named as Bifurcate-CNN 

(B-CNN) for Chinese image caption.  

According to the different ways of generation, there are 

three ways for image captions: template-based method, 

retrieval-based method and neural network-based method. 

With the development of deep learning, the neural net-

work-based method has become the mainstream approach 

to solve image caption tasks in recent years[2-6]. Most of 

the models utilize encoder-decoder structures, combining 

a CNN with an RNN. The NIC model[2] proposed by 

Vinyals et al is the foundation of the image caption model 

based on the encoder-decoder framework. This model 

reduces the complexity of the image caption greatly, thus 

methods based on deep neural networks always take the 

NIC model as the initial pipeline. Liu et al. take Incep-

tion-v3[7] as the backbone structure of the feature extractor 

to generate captions in Chinese with multi-label keywords 

for an image[8]. Another Chinese image caption model 

with tag enhancement proposed by Lan et al. is designed 

to improve the quality of sentence generation[9]. In our 

previous work, we proposed a multimodal neural network 

model[10], in which Inception-v3 is used to extract the vis-

ual features of the image, ATTssd is proposed to supply 

the image attribute information, and CNNm is designed to 

reinforce the important message in sequence generation. 

As the neural networks have been designed deeper and 
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deeper, the computing cost is much heavier. It implies 

that the computer source even could not reach the level 

to put these researches based on a huge amount of data 

into use in daily life such as mobile vision analyzation 

and big-data scenes. Moreover, the deeper the network 

is designed, the easier gradient vanishing would happen. 

The highway networks[11] inspired by the Long and 

Short Time Memory (LSTM) network take gating func-

tions into the model in order to train directly through 

simple gradient descent. However, because the sigmoid 

functions are widely used in the network, the continu-

ous values between 0 and 1 make it difficult to get ac-

curate results, and it would bring more parameters at 

the same time. Besides, while the dataset is not big 

enough, during the construction of the network, the 

over-fitting phenomenon is more likely to appear. Most 

of the models are trained on small datasets, such as 

flickr8k-cn and flickr30k-cn, we consider to train a 

convincing model for large-scale Chinese image cap-

tion. Flickr8k-cn is a dataset containing artificial anno-

tations and the machine translations, while overly sim-

plistic, may nevertheless be insufficient in large-scale 

captioning. As is emerged in the paper[12], We found 

that the translation of “bar” is wrong, and some sen-

tences are not translated properly. Furthermore, 

flickr30k-cn only gives the machine-translated Chinese 

dataset, and there are no artificially labeled captions. In 

this paper, AI CHALLENGER dataset[13], a large-scale 

Chinese  dataset with human annotations proposed in 

2017, is used to train the model. More importantly, the 

quality and quantity of this dataset are completely 

higher than the other ones. Tab.1 manifests the com-

parisons between these datasets. We use AI_CH to refer 

to AI CHALLENGER. 
 

 

Fig.1 Overview of the image caption model 
 

Tab.1 Dataset 

Name Train Validation Test Language 

Flickr8k_cn 6k 1k 1k Chinese 

Flickr30k_cn 29 783 1k 1k Chinese 

AI-CH 210k 30k 30k Chinese 

 

In this paper, a lightweight model is proposed to ad-

dress the problems of the traditional models demanded 

large amounts of computer resources. Most competitive 

models have an encoder-decoder framework. Here, in 

our model, the encoder B-CNN maps an input image to 

a continuous feature vector. Given the feature vector, the 

language decoder LSTM then generates an output se-

quence step by step (as shown in Fig.1). The generation 

at time step t is 

St=LSTM(x, St-1).                           (1) 

B-CNN has a total of 36 layers, which is shallower than 

the other ones used most frequently in recent years such as 

101-layer ResNet[14], 152-layer ResNet[14], Inception-v3[7], 

Inception-v4[15] and Inception-ResNet-v2[15]. Taking in-

spiration from the ideas of ResNet and bifurcate path, we 

focus our attention on designing a network wider and 

shallower, instead of stacking with deeper and narrower 

modules as the traditional way does. This substitution ex-

tends the range of the receptive field, reduces the number 

of parameters, and it does not cause loss of expression. At 

the same time, nonlinear activation functions are widely 

used in the model to improve performance.  

B-CNN is composed of two parts. We push seven 

stacked residual blocks adding up to 21 layers in total at 

the beginning, adopting four bifurcate modules as the 

backbone of the network. At the end of the model fol-

lowed a full connectional layer and a pooling layer. As 

shown in Fig.2, the residual block is consisted of three 

convolutional layers piling up with a skip connection 

which explicitly increases the “depth” without adding 

extra layers and computational cost. The output of the 

block is 

y=H(x, Wi)+xWs,                            (2) 

where H(x, Wi) represents residual mapping and Ws is 

only the expression of dimensions. In order to get fea-

tures extracted by convolutional layers rather than the 

original features, we increase the step size of the skip 

connection. And the initial convolution channel sized 64 

rather than 32 aims to offset the decrease of the depth. 

Merging together shallow features and deep features by 

adding the former output to the end of a block is helpful 

to extract more image content features. Moreover, the 

skip connections make our model converge quickly and 

easier to optimize. The details of the 7 residual blocks 

are illustrated as Tab.2 described as Conv2_X, Conv3_X 

and Conv4_X. 

Replacing the large convolution kernels with the small 

ones has been proved to be an efficient method to reduce
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the parameters and space complexity. The substitutions 

could get the same final feature maps as the large one ex-

tracted, as shown in Fig.3. To the extreme, we state sev-

eral filters sized 1×d and d×1 to replace the large ones 

sized d×d. However, simply stacking convolutional layers 

with small kernels cannot solve the problem in a perma-

nent cure. Applying the bifurcate modules could not only 

reduce the dimension of the channels greatly but also 

could extract more information than the simply stacked 

ones. It mainly because more nonlinear activation func-

tions are used in our model combining with different 

receptive fields to enhance the representation. Fig.4 

shows the modified module composed of small kernels 

with channels in low-dimension. 
 

 

Fig.2 Residual block 
 

Tab.2 The first part with 7 residual blocks 

Module name Inner structure 

Conv1 3×3, 64, stride 2 

3×3, 64 

Max pooling 3×3, stride 2 

Conv2_X 

3×3, 64 

3×3, 64               ×2 

3×3, 64 

Conv3_X 

3×3, 128, stride 2 

3×3, 128              ×3 

3×3, 128 

Conv4_X 

3×3, 256 

3×3, 256              ×2 

3×3, 256 

 

Fig.3 Convolutional process with different filters 

Fig.4 Modified convolutional block with bifurcations 
 

The detailed structures of these four modules with bi-

furcations are illustrated in Figs.5—8. The map sizes of 

each convolutional layer are set as below. Every module 

has multiple bifurcation paths, and the branch convolu-

tional features obtained from each path are finally com-

bined to the final representation of the image. Adopting 

the small kennels with lower dimension channels, the pa-

rameters is effectively reduced. We fix the image, ran-

domly crop, and flip horizontally to get an input size of 

299×299×3. After processing with a series of stacked re-

sidual blocks, we get a map size of 37×37×256. Model_1 

is mainly used to reduce the number of pooling channels, 

which has the advantage of saving computation time with 

fewer parameters, and the size of 35×35×256 is obtained. 

Assigning bifurcate paths composed of several stacked 

convolutional layers avoids the appearance of large chan-

nels between input channels and output channels. 
 

 

Fig.5 Model_1 module 
 

 
Fig.6 Model_2 module
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Fig.7 Model_3 module 

Fig.8 Model_4 module 
 
The parameter count of each convolutional process is 

computed as 

para=αN(dm)2+bias,                        (3) 

where N is the number of the convolution kernels, d is 

the size of the kernel, m is the input channels, and we 

presuppose output channels n=αm. Obviously, as the 

network scales up to deeper with large spatial filters with 

a growing of channels, the growth rate of the computa-

tional cost is proportional to the filter size and the di-

mension of channels.  

As shown in Tab.3, comparing with Incepton-v3, the 
 

total parameters are significantly disparate which means 

that more layers usually signify more parameters. To be 

precise, we compute the parameters of every portion in 

B-CNN as Tab.4. It is safe to draw the conclusion that 

our lightweight network with bifurcations could greatly 

decrease the parameters and improve the computational 

efficiency.  
 

Tab.3 Comparisons between Inception-v3 and B-CNN 

Model Conv layers Total para 

Inception-v3 47 24 734 048 

B-CNN 36 22 015 628 

 

Tab.4 The parameters in B-CNN 

Module name Para 

Seven residual blocks 4 759 234 

Model_1 400 000 

Model_2 223 632 

Model_3 2 413 878 

Model_4 4 281 884 

FC 9 937 000 
 

Our model is developed in Pytorch using Ubuntu 

18.04 as the operating system. We run experiments on 

NVIDIA GPUs with 1080Ti, and the Chinese word seg-

mentation tool is jieba. The vocabulary size of the AI 

CHALLENGER dataset is 8564 adding with <Start> and 

<End>. <Start> is the symbol of the beginning and 

<End> is used as the end of a sentence. We assign the 

cross-entropy loss function with Adam optimizer. We 

also employ the migration learning method to load the 

decoder parameters which was trained in Inception-v3 

for 20 rounds. We adjust the learning rate to 0.0001 to 

train the B-CNN for 10 epochs, with that, setting the 

learning rate to 0.00001 to train end-to-end for another 5 

epochs.We evaluated our model by BLEU [16], METEOR 

[17], ROUGE-L [18] and CIDEr [19] which are the ac-

knowledged metrics in the image captioning task. We 

use B@1, 2BLEU-4. As presented in Ref.[12], Baseline 

is the officially published indicator in the AI CHAL-

LENGER dataset obtained by Inception-v3 combined 

with LSTM, using TensorFlow as the deep learning 

framework. Tab.5 shows the results in these metrics on 

the AI CHALLENGER. Assembling B-CNN with LSTM, 

the results are obviously better than the traditional 

methods especially BLEU-4 and CIDEr. Among these 

methods, our B-CNN significantly improves the per-

formance of the image caption by keeping consistent in 

the rest sections of the caption model. 

Tab.5 Performance on AI CHALLENGER dataset compared with other methods 
Method B@1 B@2 B@3 B@4 METEOR ROUGE-L CIDEr 

Baseline [12] 76.5 64.8 54.7 46.1 37.0 63.3 142.5 

Inception-v3 + LSTM 77.1 65.1 54.8 46.9 38.1 64.2 143.0 

BCNN + LSTM 77.5 65.7 55.5 49.9 39.2 65.9 156.6 
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Fig.9 shows some captions generated by different 

models, all of these images have rich content with com-

plex semantics. It is easy to see that all the methods 

could generate fluent sentences, but there are some dif-

ferences in details. Take the first image as an example, 

our model with B-CNN could recognize three people 

rather than two. If look more closely, we will find there 

are three people in the image. In the third image, the ob-

ject we detected is “helmet” rather than the “hat”. More-

over, the background of the image depicted is “woods” 

which is more suitable than the “road” generated by the 

Inception-v3 combined with LSTM model. The caption 

generated by our B-CNN combined with LSTM is more 

comprehensive and pertinent. 

 

 

Fig.9 Qualitative results for images on AI CHALLENGER dataset 

 
In this work, a lightweight neural network model 

named B-CNN for automatically generating image cap-

tions in Chinese is proposed. Compared with other deep 

neural networks, our lightweight model could get better 

performance with the idea of bifurcation paths. It was 

verified that our approach could get significant im-

provements in captioning quality with our simplified 

architecture. As a next step, we consider to introduce the 

reinforcement learning mechanism to train a better gen-

erator, and take the optimization of the decoder into ac-

count.  
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